A Railway Accident Prevention System Using MobileNets
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Abstract
According to the survey results of the Korean Traffic Safety Administration in 2013 and 2014, 93% and 89% of public casualties were caused by unauthorized crossing the rail. Therefore, there is an urgent need for an effective and inexpensive system to prevent similar accidents. We designed a system through the drone shot images near the rail, to identify whether there are people near the rail, and ultimately to achieve the purpose of preventing accidents using MobileNets presented by Google Inc.
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I. Introduction
The overpressure in the air when a high-speed train passes will be a serious threat to people near the train route [1]. Unlike the metro, it is difficult for railway companies to track the conditions near all rails. In the metro system, as a precautionary approach, setting physical barriers such as barrier doors can prevent accidents effectively [2]. But this prevention method requires a lot of resources outside the city. 

 The emergency braking system uses the maximum braking force to stop the vehicle in an emergency. The emergency brake, as a last resort, provides more braking force than the standard brake. It may cause damage such as fire and derailment accident. Emergency brake (normal train) will provide about 1.5 m/s^2 deceleration. And the emergency brake system (high-speed train) is more effective and will give about 1.8 m/s^2 deceleration. The emergency brake distances with different speed are shown in Table 1 [3].
Table 1 Emergency Brake Distance at Various Speed

	Speed
(km/h)
	100
	160
	200
	300

	Emergency Brake Distance
(m)
	250
	600
	850
	1900


Therefore, we must give the train sufficient emergency brake distance and emergency brake time to effectively prevent train accidents. 
II. Railway Accident Prevention System based on MobileNets
If you set up a camera on a train to shoot the frontal tracks in real time, the effective image area that can be used for target recognition is very small due to the height of the train. Therefore, in order to improve the effective image area for target recognition must set the camera to a higher place.
We try to solve this problem like this we send the drone before the train arrives and shoot the rail and detect the target (people near or on the railway). If the target is detected, the warning message will be sent immediately to provide adequate emergency brake time and emergency brake distance.

Take the commercial DJI drones Phantom 4 as an example, it can fly continuously for 30 minutes, the control distance is 7 km, the speed can reach 70 km / h and video resolution is 4K and 60 frames per second. These properties can fully meet the needs of the system
Convolution Neural Network (CNN) is a deep, feed forward artificial neural network. CNNs require minimal preprocessing due to use of a multilayer perceptron variation [4]. To improve the performance of CNNs, such as classification accuracy, the general idea is to increase the network’s size. At present, many papers prove that in order to enhance the performance of network there are some methods such as increasing the depth of the network or increasing the width of the network. But in order to reduce the over-fitting, we need to reduce the free parameters. In the MobileNets, the depthwise convolution uses a single filter for each input channel and then the pointwise convolution uses a 1*1 convolution to combine the previous depthwise convolution’s results. The standard convolution combines the filters by the convolution cores in only 1 step and then obtains a new result. The depthwise separable convolution is separated into two layers to do the same work, a 1*1 pointwise convolution and a depthwise convolution, which can reduce the computational complexity and model size effectively [5]. For each depthwise convolutions and 1*1 pointwise convolutions, there is the Batchnorm (BN) and ReLU layer.
III. Experiment Result
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Figure 1 Dataset Image Sample

The dataset in this experiment uses the PASCAL VOC format. There are 1123 images in the dataset. Of which 919 images were used for training, the other 204 images were used for evaluation. There is 3 kind of input size 150*150, 200*200 and 250*250. As shown in Fig.1, in order to simulate the different flight states of the drone during the actual flight, the dataset collects the images of the drone under different shooting angles and different background environments. There are images near the station, images at the roadside, and images at the mountainside
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Figure 2 Input Image Sample
We use the human body in different positions near the rail as the target of recognition as shown in Fig.2(b). The dataset includes images of different genders, as well as images of different poses. Record the input rectangle’s corner pixel value (xmin, ymin, xmax and ymax) and save them into tfrecord file,
Table 2 Accuracy with Various Input Sizes

	Size        Step
	5K
	10K
	15K
	20K

	150*150
	0.05375
	0.6971
	0.8257
	0.9056

	200*200
	0.3630
	0.8767
	0.9091
	0.9637

	250*250
	0.5253
	0.9316
	0.9913
	0.9827


As shown in Table 2, when the input size is 150*150, accuracy is only 5.375% at the step of 5K. If the input size increases to 200*200 and 250*250, the accuracy at the step of 5K increases significantly, increasing to 36.3% and 52.53%. 
After sufficient training, the model accuracy can reach more than 90%. However, after 15K steps, the accuracy with the size of 250*250 decreased, the estimation is insufficient data samples, resulting in over-fitting occurred. If we have more data samples, this problem will be solved.
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Figure 3(a) Result (Step.6K)
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Figure 3(b) Result (Step.20K)

As shown in Fig.3(a), When training is not enough, the features of the rails are found first. So, there were incorrect detections. The computer mistakenly detected the rail as the target. As shown in Fig3(b), the features of human near the rails are found completely. The previous error did not appear again.
It’s harder to recognize the target because of poor image quality or poor lighting conditions when input image size is 150*150, as shown in Fig.4(a). Fig.4(b) shows when input size is 250*250, the target can be identified successfully. The main reason for this problem is that in this poor light conditions, the features of the rails are hard to find. Especially when the input size is small, the input part has less information, which makes the feature finding more difficult.
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Figure 4(a) Recognition Failed (Size150)
[image: image6.jpg]Railway: 989





Figure 4(b) Recognition Success (Size250)
IV. Conclusion
Sending the drone before the train arrived and shooting the situation of the rail, the model can effectively identify the human target near the rail in different environments, so as to achieve the purpose of preventing the occurrence of railway accidents and suicides. By comparing several sets of data, it can be seen that in the case of the input data size 200*200, high accuracy and fast performance can be obtained at the same time. Compared with the experimental data with the input size of 250*250, the accuracy with the input size of 200*200 is reduced by about 2~3%, but it can give priority to the performance in poor hardware environments. In the good hardware environment and if data samples are enough, the model with the input size of 250*250 is the first choice.
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